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Definition: Multimedia personalization is tailoring digital audiovisual content to its users, 
based on personal details or characteristics they provide. It allows a content provider to adapt 
specific multimedia content in accordance with individual standards, tastes and preferences. For 
example, movies can be personalized based on genre, cast, director, etc. 

Introduction 
During the last decade, the exceptional growth of ubiquitous communication 
technologies, side by side to the breathtaking increase of available digital multimedia 
content, has allowed access to personalized multimedia content anytime, anywhere. This 
growth comes with an increasing heterogeneity of client devices, as well as user 
preferences. The client devices range from traditional Personal Computers (PCs) to 
enhanced digital camera mobile phones and Personal Digital Assistants (PDAs) and all of 
them facilitate quite different device profiles in terms of resolution, computational power 
and memory. Therefore, the heterogeneity of clients and their ubiquitous connections 
pose new challenges in the delivery and presentation of rich personalized multimedia 
content to the end-users, according to their context, their specific background and 
interest, as well as their profiles and preferences. 
The above phenomenon is strongly related to the fact that the cost of multimedia storage 
and wide area communication services has decreased, while at the same time their 
capacity increased dramatically. This observation, along with the increasing penetration 
of rich multimedia content applications, has made digital storage, annotation and access 
of multimedia information a mature and viable choice for content providers and 
individuals. Numerous multimedia collections have been made accessible, depending 
upon copyright, policy and security decisions, over the Internet in a cost-, time- and 
place-efficient fashion. However, one of the main problems of traditional content 
archiving and sharing has been inherited to its modern digital descendants and became 
even worse: people (i.e. the ultimate content users) are not interested in the entire set of 
available content, but quite on the contrary, they like to search and retrieve only specific 
portions of it, according to their personalized preferences and needs. Nowadays, they 
also get confused and overloaded by the vast amounts of multimedia content available, 
thus the need for multimedia personalization is now more evident than ever. 
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Dynamically created personalized content may include different modalities. Typically, 
text-centric personalized content may be identified on the Web and adaptive hypermedia 
systems [12]. On-demand generation and publication of personalized multimedia content 
is introduced with research efforts, like the personalized album MyPhotos [13] and 
services, like Flickr [14] or Youtube [22]. In the area of dynamically generating 
personalized multimedia presentations,  [15] and [16] form indicative research examples, 
whereas SlideShare [17] introduced webinars and collaborative software to the  broad 
audience. Recently, social networking services and mashups introduced a new era in the 
personalization process, both in personal (e.g. Facebook [18], Myspace [19], Flixster [25]) 
and professional (e.g. LinkedIn [20], Plaxo [21]) user space, by utilizing user generated 
tagging information and recommendations. In all cases, personalization seeks to improve 
the subjective performance of retrieval as perceived by individual users ([34], [35], [36], 
[37], [38]). This article focuses on the role of contextualized personalization in multimedia 
information retrieval (IR), and more specifically, in its smooth integration into the 
personalization of multimedia content retrieval. 
In principle, personalized multimedia content access aims at enhancing the IR process by 
complementing explicit user requests with implicit user preferences, to better meet 
individual user needs [23]. Personalization is being currently envisioned as a major 
research trend to relieve the well-known information overload problem [24]. Typically, 
multimedia IR systems list relevant items only if users ask for them. Efficient multimedia 
personalization systems, on the other hand, should be able to predict the needs of users 
and recommend items, even though the user does not specifically request them. Thus, 
from the research point of view, multimedia personalization is typically separated into 
two main categories, namely extraction of user preferences and profiles and personalized 
retrieval and ranking of the results, to be discussed in the following. 

The role of user profiles 
It is a fact that uncertainty dominates the process of personalized information retrieval 
[1], as a limited set of terms cannot fully describe the user's wish. The role of multimedia 
personalization is to reduce this uncertainty, by using more information about the user's 
wishes than just the local interest. The contribution of user profiles in understanding the 
effect inherent in information retrieval, when two distinct users presenting identical 
queries obtain different subsets of retrieved documents and to different degrees, is 
crucial. The user profile is generated through the constant monitoring of the user's 
interaction, which contains less uncertainty because of the nature of his/her actions, as 
long as the monitoring period is sufficient and representative of the user's preferences. 
Therefore, a user profile, which contains valuable information concerning the user's 
global interest, i.e. information concerning the user's preferences over a long period of 
time, may be used whenever the query, i.e. the user's local preference or in other words 
the scope of his/her current interaction, provides insufficient information about the user 
and his/her local interest. 
In order to process the user profile using the stored knowledge, the representation of the 
former needs to be compatible with it. From the semantic perspective, the best way to 
model the underlying knowledge is to utilize the notion of ontologies [2]. An ontology is 
“an explicit specification of a conceptualization” and it consists by several components of 
which the most important ones are concepts and relations. Such a (semantic) ontology 
usually contains semantic concepts and semantic relationships between these concepts, 
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whereas in the “fuzzified” case [3], degrees of confidence are associated to the 
corresponding relations between any two concepts, as well. We may define user 
preferences on the same set of concepts, or in other words, preferences are considered to 
be concepts, as well. When the user poses a query that is in fact related to one of his/her 
preferences, that preference may be used to facilitate the interpretation of the query, as 
well as the ranking of the selected multimedia documents. However, usage of 
preferences that are unrelated to the query may only be viewed as addition of noise, as 
any proximity between selected multimedia documents and these preferences is 
coincidental in the given context. Thus, in addition to positive preferences, special care 
must be taken for the representation and separate store of negative preferences, so that 
they are processed separately.  

Usage history and user actions 
In the process of identifying both kinds of user preferences, we start from the set of 
multimedia documents available in each user's usage history. Any user profile 
implementation, such as the one introduced in [4], may receive this usage history as 
input and produce the corresponding set of user preferences as output. In order to 
achieve this, the process needs to access the utilized knowledge (e.g. in terms of a 
semantic ontology). The set of multimedia documents available in the usage history is 
constructed as the result of the application of all user action types, during the user's 
interaction with the retrieval system. These actions characterize the user and express 
his/her personal view of the search space content. These actions are directly associated to 
user requests or queries and therefore we shall use the term query in the following. 
Typical multimedia content retrieval user action types that a user may pose as queries 
are:  

 keyword-based queries: keywords may be extracted from a natural language or a 
keyword-based encountered query and are mapped to concepts in the annotation 
of multimedia documents, utilizing state-of-the-art information extraction 
techniques (e.g. [5]). 

 view multimedia document queries: concepts are directly encountered in the 
annotation of a multimedia document and are usually retrieved with the help of 
a semantic index [6]. 

 relevance feedback queries: relevance feedback queries satisfy users’ relevance 
feedback requests and consist mainly of two parts, namely positive and negative 
relevance feedback requests. Positive requests correspond to the annotation of 
the set of multimedia documents marked as relevant by the user, whereas   
negative ones correspond to the annotation of the set of multimedia documents 
marked as non relevant [26]. 

 browsing content queries: browsing queries are defined as a set of topics requested 
for browsing by the user, according to one specific browsing topic or category of 
documents or concepts. 

Typically, the user's usage history comprises of a combination of all types of actions, 
provided that a user is able to perform any type of action at a given time. An association 
between the related history documents and concepts exists through the utilization of a 
semantic index [6], which is a priori constructed during analysis of either the raw 
content, or the associated textual annotation.  
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User preferences extraction  
The formal definition of user preferences as a fuzzy set of concepts, allows participation 
of a single concept in multiple preferences and to different degrees1. As already stated, 
the history of the user is typically represented as a (fuzzy) set on the set of concepts that 
are related to it and consists of both positive and negative parts. Preferences are mined 
by using both of these parts as input and by applying clustering algorithms on them. An 
ad-hoc methodology that further optimizes the above steps is the use of contextual 
information. Utilizing the notion of context in the process, we are able to extract two 
distinct sets of positive and negative user preferences as output and combine them in a 
meaningful way to obtain the final preferences. Context-sensitive retrieval has been 
identified as a major challenge in IR research. Several context-sensitive retrieval 
algorithms exist in the literature, most of them based on statistical language models to 
combine the preceding queries and clicked document summaries with the current query, 
for better ranking of documents ([27], [28], [29], [30], [31]). Towards the optimal retrieval 
system, the system should exploit as much additional contextual information as possible 
to improve the retrieval accuracy, whenever this is available [32]. 
Most clustering methods found in the literature belong to either of two general 
categories, partitioning or hierarchical [7]. Hierarchical methods do not require the 
number of clusters as input, in contrast to their partitioning counterparts. Since the 
number of preferences that may be encountered in a multimedia document is not known 
beforehand, the latter are inapplicable [8]. The same applies to the use of a supervised 
clustering method which allows one concept to belong to two or more clusters, such as 
fuzzy c-means [9]; the algorithm requires the number of concept clusters as input, i.e. it 
uses a hard termination criterion on the amount of clusters and, thus, can not be adopted 
for efficient user preferences extraction. In the following we shall outline an innovative 
hybrid approach, based on the fuzzification of an agglomerative2 hierarchical clustering 
algorithm (Figure 1).  

 
 

(i) (ii) 
Figure 1. Hierarchical clustering of concepts used in multimedia personalization; (i) 

concepts to be clustered, (ii) clustering steps. 
 

                                                 
1 Given a universe V, a crisp set S of concepts on V is described by a membership function 
μS:V→{0,1}. The crisp set S is defined as S={si}, i=1,..,N. A fuzzy set F on S is described by a 
membership function μF:S→[0,1]. 
2 Hierarchical clustering methods are divided into agglomerative and divisive. The former are 
more widely studied and applied, as well as more robust and therefore are followed herein. 
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The application of such a clustering algorithm results into a crisp set of clusters detected 
in a user’s usage history; each cluster is a crisp set of concepts. However, this alone is not 
sufficient, as it is rather obvious that such an approach is required to support multimedia 
documents belonging to multiple distinct preferences by different degrees. At the same 
time, the robustness and efficiency of the hierarchical clustering approach should also be 
retained, thus, without any loss of functionality or increase of computational cost, the 
crisp clusters are replaced by fuzzy normalized clusters. A fuzzy classifier [33] from the 
set of crisp to the set of fuzzy clusters of concepts is constructed. The fuzzy set of 
preferences associated to each fuzzy cluster is then obtained, by exploiting its context and 
cardinality information. Then, by aggregating the process to the entire set of fuzzy 
clusters, the fuzzy set of preferences related to the initial set of multimedia documents in 
the user's usage history is identified, after limiting it according to the predefined set of all 
possible user preferences. 
The rest of this section provides analytical details on the initial concept clustering 
process, the cluster fuzzification, as well as the final user preference extraction. This 
threefold model can be formalized in an abstract way as a function = ( )Y G X without any 
assumption on how the input or output of the function may be represented and 
instantiated. The function takes a fuzzy set X  as input and provides a different fuzzy set 
Y  as its output. In this context, we may particularize the above statement for the specific 
case of positive user preferences P+  and positive usage history H + ; function G  can be 
utilized to obtain P+  from H + , as:  ( )P G H+ += . The described approach may then be 
decomposed into the following four general steps:   
1. Perform a crisp clustering of concepts H +  in order to determine the count of distinct 

positive preferences P+  that a history document is related to  
2. Construct a fuzzy classifier that measures the degree of correlation of a concept s  

with each crisp cluster.  
3. Consider the context and cluster cardinality of the resultant fuzzy clusters and 

mathematically adjust their computed values so as to match their semantically 
anticipated counterparts.  

4. Identify the positive user preferences P+  that are related to each cluster, according to 
the a priori known set of all possible user preferences, in order to acquire an overall 
result.  

The same applies in the case of the application of function G  to H − , in order to obtain 
P−  as:  ( )P G H− −= . As already stated, the final set of preferences P  that correspond to 
the user’s history is the set of positive P+  meaningfully combined with the set of 
negative preferences P− . Using the sum notation for fuzzy sets [8], this may be 
represented as: ( )=  / 0, ( ) ( )

s S
P s max P s P s+ −

∈

−∑ , where ( )( ) = 0, ( ) ( )P s max P s P s+ −−  denotes 

the final preference membership degree for each concept s . Finally, the set of preferences 
that correspond to the set of history documents associated to the user queries is the set of 
preferences that belong to any of the detected clusters of concepts that index the given 
multimedia documents. An illustrative mock-up example is given in Figure 2. 
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Figure 2. Fuzzy preferences extraction mock-up; concepts/topics are denoted by blue 

bubbles. 
 

As observed in the figure, the above left set corresponds to the set of preferences related 
to the first cluster and the above right set is the set of preferences related to the second 
cluster. The set of preferences that belong to any of the two clusters is given by their 
union I IIprefs prefs∪ , i.e. the set of all three top concepts. In order to validate the results 
of the above fuzzy classification, we have to assure that the set of topics that correspond 
to the set of documents H +  are derived from the predefined set of all possible actual user 
preferences. Thus, we compute the intersection of both sets, resulting into the limitation 
of the final set of user preferences to the two shaded topics indicated in the Figure.  

Personalized retrieval and ranking 
Now, given a multimedia document of the retrieval space, the predicted interest (to 
which we shall refer as personal ranking measure, Pr ) of the user for it at a given time 
instant in a session is measured as a value in the interval [0,1] , based on the previously 
extracted preferences and computed by:  

1
1

1

| |( , ) = ( , )
| || |
doc time

P doc time
doc time

S Pr doc time cos S P
S P

−
−

−

∩
=  

where docS  is the fuzzy set of concepts associated to the document, 1timeP − the fuzzy set of 
(contextualized) preferences obtained from the previous subsection and min  is the fuzzy 
intersection of the two. In the context of a multimedia content retrieval system, where 
users retrieve contents by issuing explicit requests and queries, the above measure is 
combined with query-dependent, user-neutral search result rank values, to produce the 
final, contextually personalized, rank score for the multimedia document. The final 
personalized rank score ( , )r doc time  for the document is then given by the function:  

( )( , ) = ( , ), ( , )P Sr doc time f r doc time r doc time  
The similarity measure, ( , )Sr doc time , which stands for any ranking technique to rank a 
document with respect to a query or request at a given time, is computed according to 
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the given possible user queries. For instance, in the case of keyword-based queries kQ  we 
have ( , ) = ( , )S doc kr doc time cos S Q , or in the case of topic browsing, the degree to which the 
document is classified to topic bQ  is given by ( , ) = ( )S docr doc time G z , where = bz Q  is the 
specific topic and = ( )doc docG G S  is the topic classification output of the topic classification 
process. Both processes of user preferences extraction and topic classification implement 
the same algorithm and can be defined in terms of the same function G :  
• ( ) =doc docG S G  provides the fuzzy set of all topics associated to the specific document,  
• z  corresponds to a specific topic element of this fuzzy set, and  
• ( )docG z  denotes the degree to which z  belongs to docG .  
Multimedia documents are ranked according to their similarity to the predefined topic of 
search, whereas in the case of a single view document query, the requested document is 
simply presented to the user. 

 
Figure 3. The retrieval response has been assembled into one list of retrieved multimedia 

documents; a fuzzy degree of relevance is imposed. 
 
In general, the final personalized rank score can be used to introduce a personalized bias 
into any ranking technique that computes the similarity measure, which could be image-
based, ontology-based, relevance-feedback based, etc. The combination function f  can 

be defined for instance as a linear combination ( , ) = · (1 )·f x y x yλ λ+ − . The term λ  is the 
personalisation factor that shall determine the degree of personalisation applied to the 
search result ranking, ranging from 0λ =  producing no personalisation at all, to 1λ = , 
where the query is ignored and results are ranked only on the basis of global user 
interests. As a general rule, λ  should decrease with the degree of uncertainty about user 
preferences, and increase with the degree of uncertainty in the query. The problem of 
how to set the value of dynamically is addressed for instance in [11], where the reader is 
encouraged to find further details. x  and y  denote the normalization of the score values 
x  and y , which is needed before the combination to ensure that they range on the same 
scale. The final value of the personalized rank score determines the position of each 
multimedia document in the final ranking in the personalized search result presented to 
the user. Typically the user has the possibility to see details of the retrieval process, e.g. 
the semantic concepts that matched her/his query, the simple ranked list of her/his 
results (Figure 3), as well as the final re-ranked list of the multimedia documents after the 
impact of the user’s personalization settings, as shown in Figure 4. 
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Figure 4. The search results have been sorted according to the user’s semantic 

preferences (semantic interests and preferences). 
 

References 
1. C. H. Chang and C. C. Hsu, “Integrating query expansion and conceptual relevance 

feedback for personalized Web information retrieval,” Computer Networks and 
ISDN Systems, vol. 30, pp. 621-623, 1998. 

2. T. R. Gruber, “A translation approach to portable ontologies,” Knowledge 
Acquisition, 5(2), pp. 199-220, 1993. 

3. Ph. Mylonas, D. Vallet, M. Fernández, P. Castells and Y. Avrithis, “Ontology-based 
Personalization for Multimedia Content,” 3rd European Semantic Web Conference 
(ESWC) - Semantic Web Personalization Workshop, Budva, Montenegro, 11-14 June 
2006. 

4. Ph. Mylonas, D. Vallet, P. Castells, M. Fernandez and Y. Avrithis, “Personalized 
information retrieval based on context and ontological knowledge,” Knowledge 
Engineering Review, Cambridge University Press, Volume 23, Issue 1, 2008. 

5. B. Popov, A. Kiryakov, D. Ognyanoff, D. Manov and A. Kirilov, “KIM - A Semantic 
Platform for Information Extraction and Retrieval,” Journal of Natural Language 
Engineering, 10(3-4), pp. 375-392, 2004.  

6. D. Vallet, Ph. Mylonas, M. A. Corella, J. M. Fuentes,  P. Castells and Y. Avrithis, “A 
Semantically-Enhanced Personalization Framework for Knowledge-Driven Media 
Services,” IADIS International Conference on WWW / Internet (ICWI ’05), Lisbon, 
Portugal, October 19-22, 2005. 

7. S. Theodoridis and K. Koutroumbas, “Pattern Recognition,” Academic Press, 1998. 
8. S. Miyamoto, “Fuzzy Sets in Information Retrieval and Cluster Analysis,” Kluwer 

Academic Publishers, Dordrecht Boston London, 1990. 
9. M. Benkhalifa, A. Bensaid and A. Mouradi, “Text categorization using the semi-

supervised fuzzy c-means algorithm,” 18th International Conference of the North 
American Fuzzy Information Processing Society - NAFIPS, pp. 561-568. 1999. 

10. L. Egghe and C. Michel, “Construction of weak and strong similarity measures for 
ordered sets of documents using fuzzy set techniques,” Information Processing and 
Management vol. 39, no. 5, September 2003, pp. 771-807. 

11. P. Castells, M. Fernandez, D. Vallet, Ph. Mylonas and Y. Avrithis, “Self-Tuning 
Personalized Information Retrieval in an Ontology-Based Framework,” 1st Int. 
Workshop on Web Semantics, Springer Verlag LNCS vol. 3762, 2005, pp. 977-986. 



Encyclopedia of Multimedia    9 

12. P. Brusilovsky, A. Kobsa, and J. Vassileva, “Adaptive Hypertext and Hypermedia,” 
Kluwer Acad. Publ., Dordrecht, 1998. 

13. Y. Sun, H. Zhang, L. Zhan, and M. Li, “MyPhotos - A System for Home Photo 
Management and Processing,” ACM Multimedia Conf. (ACMMM 2002), Juan-les-
Pins, France, Dec. 1-6 2002. 

14. Flickr, http://www.flickr.com/  
15. Joost Geurts, Stefano Bocconi, Jacco van Ossenbruggen, and Lynda Hardman, 

“Towards Ontology-driven Discourse: From Semantic Graphs to Multimedia 
Presentations,“ Second International Semantic Web Conference (ISWC2003), October 
20-23, 2003, Sanibel Island, Florida, USA, 
http://homepages.cwi.nl/~media/cuypers/  

16. M. J. F. Bes and F. Khantache, “A Generic Architecture for Automated Construction 
of Multimedia Presentations,” Intl. Conf. on Multimedia Modeling (MMM 2001), 
Amsterdam, The Netherlands, Nov. 5-7 2001. 

17. SlideShare, http://www.slideshare.net/  
18. FaceBook, http://www.facebook.com/ 
19. MySpace, http://www.myspace.com/  
20. LinkedIn, http://www.linkedin.com/  
21. Plaxo, http://www.plaxo.com/ 
22. Youtube, http://www.youtube.com/ 
23. Kobsa, A., “Generic User Modelling Systems,” User Modeling and User-Adapted 

Interaction vol. 11, 2001, pp. 49-63. 
24. Chen, P. M., and Kuo, F. C., “An information retrieval system based on a user 

profile,” Journal of Systems and Software vol. 54, no. 3-8, 2000. 
25. Flixster, http://www.flixster.com/  
26. Rocchio, J., “Relevance feedback information retrieval,” in Salton, G., Ed., The 

SMART Retrieval System: Experiments in Automatic Document Processing. 
Englewood Cliffs, NJ: Prentice-Hall, 1971, pp. 313-323. 

27. Bharat, K., “SearchPad: Explicit capture of search context to support web search,” in 
Proc. of the 9th International World Wide Web Conf., Amsterdam, 2000. 

28. Lawrence, S., “Context in Web Search,” IEEE Data Engineering Bulletin vol. 23 no. 3, 
2000, pp. 25-32. 

29. Finkelstein, L., Gabrilovich, E., Matias, Y., Rivlin, E., Solan, Z., Wolf-man, G., and 
Ruppin, E.,  “Placing Search in Context: The Concept Re-visited,” ACM Transaction 
on Information Systems vol. 20 no. 1, 2002, pp. 116-131. 

30. Haveliwala, T. H., “Topic-Sensitive PageRank: A Context-Sensitive Ranking 
Algorithm for Web Search,” IEEE Trans. on Knowledge and Data Engineering vol. 15 
no. 4, 2003, pp. 784-796. 

31. Jones, G. J. F., and Brown, P. J., “The Role of Context in Information Retrieval” in 
Proc. of the SIGIR Information Retrieval in Context Work-shop, Sheffield, UK: ACM 
Press, 2004 

32. Akrivas, G., Wallace, M., Andreou, G., Stamou, G., and Kollias, S., “Context-Sensitive 
Semantic Query Expansion,” in Proc. of the IEEE International Conference on 
Artificial Intelligence Systems, Divnomorskoe, Russia, 2002, pp. 109-104. 

33. Kuncheva L.I. , “Fuzzy Classifier Design,“ Springer-Verlag, Heidelberg, May 2000. 



M 10 

34. Jeh, G. and Widom, J., “Scaling personalized web search,” in Proceedings of the 12th 
International World Wide Web Conference (WWW 2003), Budapest, Hungary, pp. 
271–279, 2003. 

35. Gauch, S., Chaffee, J. and Pretschner, A., “Ontology-based personalized search and 
browsing,” Web Intelligence and Agent Systems 1(3–4), 219–234, 2004. 

36. Liu, F., Yu, C. and Meng, W., “Personalized web search for improving retrieval 
effectiveness,” IEEE Transactions on Knowledge and Data Engineering 16(1), 28–40, 
2004. 

37. Micarelli, A. and Sciarrone, F., “Anatomy and empirical evaluation of an adaptive 
web-based information filtering system,” User Modelling and User-Adapted 
Interaction 14(2–3), 159–200, 2004. 

38. Castells, P., Fernandez, M., Vallet, D., Mylonas, Ph. and Avrithis, Y., “Self-tuning 
personalized information retrieval in an ontology-based framework,” in Proceedings 
of the 1st International Workshop on Web Semantics, Agia Napa, Cyprus, Springer 
Verlag LNCS vol. 3762, pp. 977–986, 2005. 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


